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Abstract

Experiments in JET with the Be/W ITER-like wall show that in pure hydrogen low-confinement mode (L-mode)

plasmas the density limit is approximately 20% higher than their corresponding deuterium plasmas. The maximum

achievable density in L-mode plasmas is limited by the magnetohydrodynamic stability of the m/n=2/1 tearing

mode.

EDGE2D-EIRENE studies show that the density of hydrogen atoms inside the separatrix is two times lower than for

deuterium in plasma conditions preceding the density limit. The difference between isotopes is caused by the

non-linear process at density limit onset, which leads to more efficient dissociation and ionization of hydrogen

molecules and atoms in hydrogen than in deuterium plasmas at the inner X-point region at electron temperatures

lower than 2 eV. The m/n=2/1 island size is estimated to be 30% smaller islands for hydrogen than for deuterium

cases for equal fuelling conditions and radial transport assumptions.

1. Introduction

A tokamak-based fusion reactor heavily relies on high-density operation to satisfy the Lawson

criterion with the least energy confinement time possible to become economically feasible.

High-density operation increases the fusion output as and at the same time𝑃
𝑓𝑢𝑠

∝ 𝑛2⟨σ𝑣⟩



decreases the heat load on the divertor plates due to the transition to the detached regime [1]. The

maximal achievable density in a tokamak is described by the Greenwald density limit scaling [2].

The Greenwald density scaling is describing the maximum reachable line-averaged density until

magnetohydrodynamic (MHD) instabilities disrupt the discharge. The robust onset of the

m/n=2/1 tearing mode [3] and a locked mode causes the plasma to contract and a disruption to be

triggered by a thermal-resistive process [4].

Teng et al. [5] showed that the local power balance in the m/n=2/1 island can be used to predict

the Greenwald density limit. In contrast to the power-independent Greenwald scaling, the density

limit for JET L-mode plasmas in the case of the carbon wall and ITER-like wall (ILW) showed a

dependence on total input power [6].

The isotope effect on the density limit (DL) in JET-C L-mode discharges has been investigated

[7]. The conducted research showed that lighter hydrogen isotopes have higher density limits

than heavier isotopes.

2. Experimental Observations

The isotope effect was investigated in JET-ILW ohmic discharges with plasma currents, IP, of 2.0

MA, and on-axis toroidal magnetic field, BT, of 2.0 T and ohmic heating, Pohm, of approximately

2 MW, and in discharges with an additional NBI heating (IP = 2.5 MA, BT = 2.5 T, Pohm+PNBI = 4

MW). The configuration had the outer strike point on the horizontal part of the outer target and

the ion drift directed towards the divertor (favourable direction). The density was𝐵 × ∇𝐵

raised in linear fashion via the gas fuelling rate, . Line-averaged density measurements in the𝐼
𝑓𝑢𝑒𝑙



edge plasma were performed by the line-integrated interferometry diagnostic [8].

Two-dimensional poloidal distributions of radiated power were inferred from tomographic

reconstructions of bolometer measurements [9]. The onset of the density limit included the

increase in the radiated power accompanied by the consecutive plasma contraction visible in the

interferometry data (Fig. 1). The time of the density limit (tDL) is an estimation of the onset time

in regard to the irreversible edge cooling. The locked mode amplitude peak is delayed by 0.1s

from the DL, indicating the start of plasma mixing.

The DL of hydrogen pulses is 10-20% higher than the DL of deuterium pulses in ohmically

heated cases, as well as in cases with additional NBI heating (table 1). At the same time, the

power dependence of the DL is similar to the L-mode data from [6], as the doubled input power

causes an approximately 50% increase in density limit.

At densities of m-3, the neutral beam energy deposition profile shifts from the⟨𝑛
𝑒
⟩ ≈ 3 · 1019

magnetic axis to the low-field side. As was shown by Rebut and Hugon [4], the power deficit

inside the island causes the island growth. Therefore, in addition to ohmic power, NBI power

sources tend to stabilize the island, allowing edge line-averaged density to reach fGW = 1.26 in

comparison to ohmic fGW = 0.95, where fGW is the Greenwald fraction (fGW = ). The⟨𝑛
𝑒
⟩/𝑛

𝐺𝑊

power balance of the island in pure hydrogen plasma can explain the observable dependence:

, where the is𝑃
𝑜ℎ𝑚

+ 𝑃
𝑒𝑥𝑡

= 𝑛
𝑒

2𝐿
𝐻

(𝑇
𝑒
) → 𝑛

𝑒
∝ 𝑃 𝐿

𝐻
= 5. 35 · 10−37𝑇

𝑒
1/2 (𝑘𝑒𝑉) 𝑊 · 𝑚−3

the hydrogen cooling rate, the Te is the electron temperature.

The H atoms have a higher velocity than D atoms at the same energy due to the mass difference,

which affects the penetration profile and adds an isotope effect to the heating. To reduce the



complexity of the analysis, the pulses with additional heating were omitted. The analysis for

NBI-heated pulses in JET-C can be found in [10].

Electron cyclotron emission (ECE) [11] measurements were used for measuring the electron

temperature profiles with high temporal resolution. The Te flattening near q=2 was observed 100

ms before the density limit.

The bolometer diagnostic captures the X-point radiation at the densities approximately 50%

below the DL, as well as peak radiation movement to the high-field side before the disruption

(Fig. 2). The total radiation losses at DL were equal for both isotopes at Prad = 1.5 MW in

L-mode pulses.

3. 2D SOL Simulations

The physics of the isotope effect on the density limit and the X-point radiation dynamics were

investigated in the EDGE2D-EIRENE [12-14] simulations. The code utilized a magnetic

configuration from JET pulse number 80295 representative of the experimental pure hydrogen

and deuterium plasmas.

The fuelling ramp was simulated by a series of fixed gas fuelling simulations in the range from

to . The simulations were conducted without𝐼
𝑓𝑢𝑒𝑙

= 4. 1 · 1022𝑠−1 𝐼
𝑓𝑢𝑒𝑙

= 5. 0 · 1022𝑠−1

and drifts. Particle and heat diffusion coefficients were held constant for all𝐸 × 𝐵 𝐵 × ∇𝐵

fuelling rates and both isotopes identical to the values used in [15].



The EDGE2D-EIRENE simulations captured the movement of the radiation peak in the vicinity

of the X-point to the high-field side. Potentially, the movement is mainly caused by the neutral

particle leakage to the X-point from the inner target (IT) (Fig. 3). With increased fuelling, the

molecular and atomic densities become sufficiently high to cool the plasma inside the separatrix

to approximately 1-2 eV and to raise electron densities higher than m-3. Low Te5 · 1020

increases the ionisation mean free path for atoms and thus, effectively moves peak radiation

inside the separatrix to the high-field side. The effective charge of the plasma remains equal to

unity, thus the bremsstrahlung and impurity line radiation is negligible. The Ly-𝛼 emission

dominates the radiation losses, contributing approximately 80% to the total radiated power. The

radiation losses for H and D simulations at the DL onset are equal to Prad = 1.1-1.2 MW, and the

relative difference between isotopes is less than 8%.

At the DL onset, the atomic content in the confined plasma of the hydrogen cases is

approximately a factor of 2 lower than in deuterium cases. In comparison, the pre-DL atomic

content for the hydrogen is approximately 20-30% higher than for deuterium (Fig. 3).

Standalone EIRENE simulations on the same background plasma were executed to investigate

the difference between the core penetration of atoms from the high-field and low-field sides of

the X-point. The inward atomic-equivalent (H0 + 2H2) current across the separatrix from the

high-field side is 2 times larger than from the low-field side in H, whereas the difference for D

simulations is about 6 times. Here, the atomic-equivalent current is defined as the inward current

through the high- and low-field X-point surfaces. The inward current through both surfaces in



pre-DL conditions at the fuelling rate in the hydrogen case is 60% larger𝐼
𝑓𝑢𝑒𝑙

= 4. 1 · 1022𝑠−1

than for the deuterium case (Fig. 4). At a fuelling rate, of , the inward𝐼
𝑓𝑢𝑒𝑙

= 4. 9 · 1022𝑠−1

hydrogen atomic-equivalent current through the high-field side X-point surface is 30% smaller

than the deuterium atomic-equivalent current. The isotope effect on the inward current through

the low-field X-point surface remains the same across the full range of fuelling rates.

In pre-DL conditions, hydrogen cases exhibit a 50% larger atomic-equivalent influx than

deuterium cases due to the larger thermal velocity, and thus longer ionisation mean free path. The

isotope effect on the inward atomic-equivalent current across the separatrix in pre-DL conditions,

as well as, influx from the OT at DL limit onset is governed by the thermal velocity difference.

The inward hydrogen atomic-equivalent current from the IT at the DL onset is lower in hydrogen

than in deuterium cases due to the non-linear interaction between plasma and neutral particles.

The hydrogen cases have 50% lower molecular density near IT and X-point than deuterium, due

to the higher thermal velocities [19]. Hypothetically, lower molecular densities lead to reduced

local power losses by elastic scattering, thus higher Te and better screening of atoms and

molecules near separatrix in hydrogen cases compared to deuterium cases. As a consequence of

the significantly larger deuterium atomic content in the confined region, the deuterium

simulations demonstrate two times larger temperature reduction near the q=2 surface due to the

Ly-𝛼 emission than the hydrogen simulations.

4. Tearing mode stability analysis



Analysis of the impact of the temperature reduction in the vicinity of q=2 surface on the m/n=2/1

tearing mode was done by utilizing the modified Rutherford equation (MRE) from the predictive

model for the Greenwald density [5]. The MRE (Eq. 1) describes the island's growth:

 (1)      𝑑𝑤
𝑑𝑡 = 1. 66 η

µ
0

 [ ∆′
𝑐𝑙𝑎𝑠𝑠𝑖𝑐

(𝑤) + ∆′
𝑟𝑎𝑑

(𝑤) + ∆′
𝐴

(𝑤)]   

where w is island width, is the plasma resistivity, is the magnetic permeability, 𝚫′classic is theη µ
0

classical term (Eq. 2) approximated in [16], the 𝚫′rad (Eq. 3) is the current perturbation term

caused by radiation-induced cooling, the 𝚫′A (Eq. 4) is the island asymmetry term. The latter two

terms were derived in [17] as

 (2)      ∆′
𝑐𝑙𝑎𝑠𝑠𝑖𝑐

(𝑤) = 2 
𝑟

𝑠

𝑎 (1 − 23 𝑤
𝑎 )    

 (3)      ∆′
𝑟𝑎𝑑

(𝑤) =
16 µ

0 
⟨δ𝑗

1
⟩

ψ''
0
(𝑟

𝑠
)

𝑤

𝑤2+𝑤2
𝐹

   

 (4)      ∆′
𝐴

(𝑤) =
16 µ

0 
𝑗'

𝑜
(𝑟

𝑥
)

πψ''
0
(𝑟

𝑠
)

𝑤2

𝑤2+𝑤2
𝐹

𝐴
𝑠 

𝑓
𝐹
   

where is the current perturbation estimated from the temperature reduction caused by⟨δ𝑗
1
⟩

radiation, is the second derivative of the zeroth-order helical flux at the rational surface, isψ''
0

𝑗'
𝑜

the first derivative of the current density, is the Fitzpatrick critical island width, is the𝑤
𝐹

𝑟
𝑥

location of the island X-point, is the location of the resonant surface, is the island𝑟
𝑠

𝐴
𝑠

asymmetry, is the Fitzpatrick factor and is the plasma minor radius. The sole term which𝑓
𝐹

𝑎

includes the isotope effect, due to the difference in core penetration of the atoms, is the radiative

term 𝚫′rad. Thus, the classic and the asymmetry terms are identical for hydrogen and deuterium.

The , and were assumed to be equal to 0.05 m, 1.5, and 1.0, correspondingly.𝑤
𝐹

𝐴
𝑠

𝑓
𝐹

The impact of temperature reduction on the current density is described by the conductivity



dependent on Te [17]. In this case, the temperature difference is assumed to be caused by the

atoms penetrating from the divertor, and Te at the q=2 flux surface was estimated by the

EDGE2D-EIRENE simulations.

The island width in deuterium plasmas is predicted to be larger than in hydrogen plasmas (Fig.

5). As the deuterium simulations predict a larger Te reduction described in the previous section,

the island growth rate caused by the current perturbation due to the radiative cooling of the

plasma will be higher as all of the other terms stay the same. At the fuelling rate of,

the difference between the isotopes is negligible. When the fuelling𝐼
𝑓𝑢𝑒𝑙

= 4. 5 · 1022𝑠−1

increases up to the difference becomes approximately 30%. The𝐼
𝑓𝑢𝑒𝑙

= 5. 0 · 1022𝑠−1

hydrogen plasmas will reach the critical island size at a higher fuelling rate than deuterium

pulses, and therefore one can be expected to achieve higher densities.

5. Discussion

The ohmic power dependency on the volume-averaged density was included in dedicated

simulations. The decreasing temperature causes a rise in the plasma resistivity and therefore a

10% increase in ohmic power is observed during the fuelling ramp. The EDGE2D-EIRENE

simulations with the input power as a function of the fuelling/recycling rate exhibited the same

behaviour in terms of the isotope effect, while the code-predicted DL was higher for both

isotopes.

Further extrapolation of the simulation results to tritium was not accomplished at the writing of



the manuscript. Tritium plasmas are expected to have lower DL than deuterium.

EDGE2D-EIRENE simulations of the tritium plasmas were conducted in the pulse 80295

configuration with hydrogen atomic and molecular reactions cross-sections. The results

presented in this paper imply 50% higher tritium atomic density inside the confined region at a

fuelling rate of compared to the deuterium case. Thus, a monotonic𝐼
𝑓𝑢𝑒𝑙

= 4. 8 · 1022𝑠−1

dependency of the isotope effect on the DL is suggested by these studies, while the additional

tritium experiments are expected to verify the discussed predictions.

6. Conclusions

The impact of the isotope species on the DL in JET-ILW was investigated experimentally and

interpreted by means of EDGE2D-EIRENE simulations. The thermo-resistive DL model was

successfully used to explain the observed difference in DL between hydrogen and deuterium

JET-ILW L-mode plasmas. Hydrogen plasmas showed 10-20% higher DL than deuterium pulses

at equal total radiation within the entire plasma of Prad = 1.5 MW in experiments.

At the onset of the density limit, EDGE2D-EIRENE simulations predict Te < 2 eV across the

confined plasma region. At these temperatures, the influx of hydrogen atoms is 30% lower

than that of deuterium, presumably due to the 50% lower molecular densities in hydrogen

cases than in deuterium cases. The position of the Ly-𝛼 radiation peak for hydrogen cases is

further away from the q=2 surface than for deuterium cases. The cold plasma around the q=2

surface is prone to the m/n=2/1 tearing mode destabilisation and in DL conditions the typical

island size for hydrogen is 1.4 times smaller than for deuterium. Both effects result in

discharge termination for lighter isotopes to occur at higher line-averaged densities than for



heavy isotopes.
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Tables

Table 1:

Pohm (2 MW) Pohm (2 MW) + PNBI (2 MW)

⟨𝑛𝐷𝐿
𝐻

⟩,  𝑚−3  (𝑓
𝐺𝑊

) 3. 8 · 1019 𝑚−3 (0. 95) 6. 3 · 1019 𝑚−3 (1. 26)

⟨𝑛𝐷𝐿
𝐷

⟩,  𝑚−3 (𝑓
𝐺𝑊

) 3. 2 · 1019 𝑚−3 (0. 80) 4. 8 · 1019 𝑚−3 (0. 96)

Table captions:

Table 1:

The density limit and Greenwald fraction for hydrogen and deuterium plasmas in ohmically

heated pulses 87640 (H) and 80331 (D), IP = 2 MA, BT = 2 T, POH = 2 MW; externally heated

pulses 91278 (H) and 90415 (D), IP = 2.5 MA, BT = 2.5 T, POH+NBI = 4 MW.
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Figure captions:

Figure 1:

(a) Line-averaged density, (b) ohmic power, (c) total radiated power and (d) locked mode

amplitude for hydrogen pulse 87640 (red) and deuterium pulse 80331 (black). The vertical

magenta line is the approximate density limit onset time.

Figure 2:

2D bolometry reconstruction data from hydrogen pulse 87640, 20 ms before the DL (a) and

during the plasma contraction (b).

The EDGE2D-EIRENE simulation of radiative losses in hydrogen cases with fuelling rates

(c) and (d).𝐼
𝑓𝑢𝑒𝑙

= 4. 3 · 1022𝑠−1 𝐼
𝑓𝑢𝑒𝑙

= 5. 0 · 1022𝑠−1

Figure 3:

2D distribution of atomic density for hydrogen (a) and deuterium (b) cases with fuelling rate

with the density ratio - 1 shown in (c), and for hydrogen (d) and𝐼
𝑓𝑢𝑒𝑙

= 4. 1 · 1022𝑠−1

deuterium (e) cases with fuelling rates with density ratio - 1 shown in𝐼
𝑓𝑢𝑒𝑙

= 5. 0 · 1022𝑠−1

(f). Black lines indicate positions of diagnostic surfaces.

Figure 4:

Atomic-equivalent inward current through diagnostic surfaces for hydrogen (red) and

deuterium (black) cases with (hollow bars) and𝐼
𝑓𝑢𝑒𝑙

= 4. 1 · 1022𝑠−1 𝐼
𝑓𝑢𝑒𝑙

= 4. 9 · 1022𝑠−1

(filled bars).



Figure 5:

Island growth rates (top) and island size (bottom) for hydrogen (red) and deuterium (black)

cases with (dashed) and (solid).𝐼
𝑓𝑢𝑒𝑙

= 4. 5 · 1022𝑠−1 𝐼
𝑓𝑢𝑒𝑙

= 5. 0 · 1022𝑠−1


